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Meta-function View for in-context NER

Experimental Results

In-context Named Entity Recognition

◼Named entity recogniztion
• Detect and classify named entities in text.

◼ In-context learning
• The model is given a few demonstrations (and 

instruction) of the task at inference time as 
conditioning but no weights are updated.

◼We model pre-trained language models as a 
meta-function for NER:

𝜆𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛,𝑑𝑒𝑚𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑜𝑛𝑠,𝑡𝑒𝑥𝑡. 𝑀

◼ The new extractor can be implicitly constructed 
by instruction and demonstrations
𝜆.𝑀 𝑖𝑛𝑠𝑡𝑢𝑟𝑐𝑡𝑖𝑜𝑛, 𝑑𝑒𝑚𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑜𝑛𝑠 → {ℱ: 𝑡𝑒𝑥𝑡 → 𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠}

Meta-function pre-training

Conclusions

◼Meta-function pretraining: make the features of 
in-context model (PLMs) are as close as the 
features of surrogate golden extractor which is 
fine-tuned using instances in demonstrations.

ℒ𝑚𝑒𝑡𝑎−𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒(𝑑(𝑭𝒊𝒏−𝒄𝒐𝒏𝒕𝒆𝒙𝒕, 𝑭𝒇𝒊𝒏𝒆−𝒕𝒖𝒏𝒆𝒅
′ ))

◼ Extraction function pre-training: pre-train to generate 
correct  sequence in an auto-regressive way

◼ Overall loss function:
ℒ = 𝛼ℒ𝑚𝑒𝑡𝑎−𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 + ℒ𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑖𝑜𝑛

◼ We model PLMs as a meta-function for in-context 
NER.

◼ We propose the meta-function pre-training to 
inject in-context NER ability into PLMs.

◼ Experimental results show that our method is 
effective for in-context NER.

◼ MetaNER can achieve good in-context NER 
performance.

◼ In-context NER method can achieve robust 
performance, even under a large sourcetarget
domain gap

◼ Meta-function pre-training can effectively inject 
in-context learning ability into PLMs.

◼We model pre-trained language models as a 
meta-function for NER:

𝜆𝑖𝑛𝑠𝑡𝑟𝑢𝑐𝑡𝑖𝑜𝑛,𝑑𝑒𝑚𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑜𝑛𝑠,𝑡𝑒𝑥𝑡. 𝑀

◼ The new extractor can be implicitly constructed 
by instruction and demonstrations
𝜆.𝑀 𝑖𝑛𝑠𝑡𝑢𝑟𝑐𝑡𝑖𝑜𝑛, 𝑑𝑒𝑚𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑜𝑛𝑠 → {ℱ: 𝑡𝑒𝑥𝑡 → 𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠}

Target types: disease; virus

Text: Cancer is a leading cause of death worldwide.

Entities: Cancer is disease.

Text: Rabies virus is estimated to cause around 55,000 deaths per 

year.

Entities: Rabies virus is virus.

Text: SARS-CoV-2 is a strain of coronavirus that causes COVID-19.

Entities: SARS-CoV-2 is virus. COVID-19 is disease. 
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◼Meta-function pretraining: inject in-context NER 
ability into PLMs.

• Comparing the implicitly  constructed extractor 
with an explicitly fine-tuned surrogate extractor.
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